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Abstract

The global and long-term measurement of ozone vertical and horizontal distributions is one of the most
important tasks in the monitoring of the earth’s atmosphere. A number of satellite instruments are capable of
delivering ozone pro)le distributions from UV nadir backscatter measurements. Retrieval algorithms should
be e8cient enough to deliver pro)les in real-time without compromising accuracy. Such algorithms require
a radiative transfer model that can generate quickly and accurately both simulated radiances and Jacobian
matrices of weighting functions. We develop fast and analytic 4 stream and 6 stream linearized discrete ordinate
models designed to satisfy performance and accuracy requirements for such an algorithm. The models have
the pseudo-spherical treatment of the direct beam attenuation. For anisotropic scattering we use the delta-M
scaling method to deal with strong forward scattering peaks. We demonstrate that the accuracy of the models
is improved greatly upon application of a single scatter correction based on an exact speci)cation of the phase
function. For wide-angle o;-nadir viewing, a sphericity correction is developed to deal more precisely with
attenuation in a curved atmosphere. Radiances and weighting functions for the 4 and 6 stream models are
compared with 20 stream output from the LIDORT model. We show that for the UV range pertinent to ozone
pro)le retrieval from space, the 4 stream model generates backscatter radiances to an accuracy ¿ 1:25% for
all viewing situations in a clear sky Rayleigh and background aerosol reference atmosphere, and up to 1.75%
for a number of special scenarios with optically thick particulate layers. Six stream radiances are accurate
to the 0.25% level for clear sky situations, and 0.65% for the special cases; weighting functions for the 6
stream output are accurate to ±2% in all cases. We discuss the implications of these comparisons regarding
the performance and accuracy of the radiative transfer forward model in the ozone pro)le retrieval context.
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1. Introduction

Monitoring of the earth’s atmosphere is an essential requirement to the understanding of chemical
and physical processes that maintain atmospheric balance. This is particularly important in view of
perceived changes in the atmosphere’s constituent distributions due to anthropogenic activity on the
planet. Space-based instruments have the potential to deliver global and long-term measurements
of the vertical and horizontal distributions of atmospheric constituents, from the determination of
column abundances and pro)le concentrations of ozone and other trace species, to the evaluation of
aerosol and cloud properties and distributions. Ozone is the most important trace species, and in this
work we will be concerned with the forward model component of ozone pro)le retrieval algorithms
based on satellite nadir earthshine measurements in the UV part of the spectrum.

The global ozone monitoring experiment (GOME) nadir viewing spectrometer on board the ESA
ERS-2 satellite (launched April 1995) takes earthshine measurements in the UV, visible and near
infrared; it has a spectral range of 240–790 nm, with a moderate spectral resolution of 0.2–0:4 nm [1].
An improved version of the GOME instrument, GOME-2, will Ly on the )rst three METOP satellites
[2]. The operational period of these platforms is 15 years, and this o;ers a unique opportunity to
obtain a long-term, global ozone record. Other instruments with similar measurement capabilities to
GOME and GOME-2 include SCIAMACHY [3] on the ENVISAT platform (launch Spring 2002)
and OMI [4] on EOS-AURA (launch 2003). GOME and SCIAMACHY have maximum swaths of
960 and 1000 km respectively, with a maximum o;-nadir scan angle at the satellite of �32◦. OMI
(swath 2600 km) and GOME-2 (maximum swath 1920 km) have wide-angle nadir viewing scenarios,
and sphericity e;ects will be important for these instruments.

The )rst operational ozone pro)le retrieval algorithm from UV nadir measurements was developed
for the BUV, SBUV, SBUV=2 and SSBUV experiments [5]. Ozone pro)le retrieval algorithms for
GOME have been reported in the literature [6–9]. The potential of GOME-type instruments to deliver
ozone pro)les (Level 2 data) with the temporal and geographical sampling of the corresponding
earthshine measurements (Level 1 data ) can only be exploited if the retrieval process is fast enough
to keep up with the data rate using the best available computer resources. It is highly desirable to
develop algorithms which are as e8cient as possible, and to )nd the right balance between accuracy
and speed.

The ozone pro)le algorithm requires repeated calculations of simulated radiances and Jacobian ma-
trices of radiance derivatives with respect to retrieval parameters (weighting functions). A tremendous
saving in time is achieved with a radiative transfer (RT) model that is capable of delivering both
these quantities simultaneously, without the need for cumbersome )nite-di;erence approximations to
the weighting functions obtained by repeated calls to a radiance-only radiative transfer model. The
linearized discrete ordinate radiative transfer (LIDORT) model [10,11] has been designed with this
purpose in mind; it is able to generate all weighting functions simultaneously to the same degree of
accuracy as that pertaining for the radiance. Furthermore, the derivation of weighting functions is
analytic, depending on an explicit di;erentiation of the complete RT solution.

In the discrete ordinate method, multiple scatter integrals over the polar viewing angle are replaced
by quadrature sums de)ned by a set of Gauss–Legendre abscissae and weights (streams). The ac-
curacy of the radiance at TOA computed with the discrete ordinate model is mainly determined by
the number of streams. A high level of accuracy can be achieved for a su8cient number of streams;
this is especially true for a strongly anisotropic medium. Taking only four or six streams therefore
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involves some loss of accuracy. For atmospheres with aerosol scattering, we use the standard delta-M
scaling [12] to separate the forward scatter peak as a delta-function and truncate the phase func-
tion; this process requires an initial scaling of the single scattering albedos and optical thicknesses
before the model is executed. For a low number of streams, the single scatter contributions to the
upwelling TOA radiance are not well treated in the delta-M approximation. To remedy this, we use
the Nakajima–Tanaka (NT) correction procedure [13], which replaces the single scatter terms with
analytical results computed for exact phase functions.

Analytic 4 stream solutions were derived by Liou [14] for the azimuth-independent component of
the radiance )eld (this is su8cient to obtain heating rates and Luxes). In this work we extend the
analytic 4 stream solution to cover the azimuth dependence of the radiation )eld, and we develop
corresponding analytic expressions for the 6 stream model. A reduction in order by a factor of
two is possible when solving for the homogeneous and particular solutions of the discrete ordinate
RTE. These solutions can then be developed analytically for the low-stream cases, thereby avoiding
numerical procedures (eigenproblem analysis and linear algebra systems) otherwise required for a
higher number of streams. In a multi-layer atmosphere, a set of boundary conditions is required to
complete the determination of the radiance; the resulting boundary value problem is a sparse linear
algebra system. In solving this system, the time-consuming matrix inversion step is greatly speeded
up with 4 and 6 stream approximations (speed varies with the square of the number of streams).

The determination of weighting functions for these models is carried out by explicit analytic
di;erentation of the complete radiance )eld; this is the method adopted in the general LIDORT
treatment [11]. Derivatives of the TOA radiance are taken with respect to the input optical properties
that control the radiance calculation (total optical thickness, total single scattering albedo and phase
function moments). Weighting functions with respect to atmospheric parameters then follow once
we establish the dependence of the total optical input variables on these atmospheric parameters.
We look at this dependence for parameters such as ozone pro)le volume mixing ratio, temperature,
aerosol optical thickness and single scattering albedo. In addition, we derive weighting functions
with respect to parameters such as the asymmetry factor which characterize the angular distribution
of the phase function; such quantities are important for retrievals of aerosol optical properties.

In common with the general LIDORT treatment [11], the 4=6 stream models will use the pseudo-
spherical approximation, in which the attenuation of the direct solar beam is computed accurately
in spherical shell geometry, but all scattered light (with the exception of the NT-corrected single
scatter terms) is treated for a plane-parallel atmosphere. The advantage of this approximation is that
the power and speed of the plane-parallel scattering formalism can be retained without the need
to call a greatly more complex and time-consuming full-spherical radiative transfer model. It has
been shown [15,16] that the pseudo-spherical treatment is adequate for solar zenith angles up to 90◦

provided the line-of-sight is reasonably close (�20–25◦ or less) to the nadir. Fig. 1(a) illustrates
the viewing geometry for this case; all scattering takes place along the nadir AC.

For wide-angle o;-nadir viewing it is necessary to allow for sphericity e;ects; the situation is
shown in Fig. 1(b), where scattering takes place along path AB instead of the vertical AC. To
determine the upwelling radiation )eld at B, we obtain accurate single scatter contributions at points
Vn along AB, taking curved geometry into account for all solar paths as well as path AB itself.
Multiple scatter contributions at points Vn are determined from the pseudo-spherical models with the
appropriate geometry for these points; the complete solution at B is found by using a layer-by-layer
integrated source function method. Single scatter contributions will be NT-corrected. The multiple
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(a) (b)

Fig. 1. (a) Geometry for the regular pseudo-spherical computation of backscatter radiation; (b) geometry for the sphericity
correction.

scatter contributions vary smoothly with the small changes in viewing geometry from A to B, and
we demonstrate that interpolation based on two or three computations is su8ciently accurate. We use
the term sphericity correction for the calculation of TOA radiance. The correction was developed
for LIDORT in [11], and a similar procedure has been applied to the )nite di;erence GOMETRAN
model [17]. Studies have shown that this sort of sphericity correction applied to pseudo-spherical
RT models gives a very good approximation to the radiance computed using a full-spherical
model [16].

The )rst three sections of the paper deal with theoretical aspects. In Section 2 on discrete or-
dinate theory, we concentrate in particular on the reduction in order which allows the analytic
solutions to be written down in the 4 and 6 stream cases. In Section 3, we carry out an explicit
di;erentiation of all aspects of the discrete ordinate solution in order to obtain analytically derived
weighting functions, again focusing on the low-stream cases. This di;erentiation process is the lin-
earization of the forward model. In Section 4 we discuss the various correction procedures used to
enhance the model accuracy for a low number of streams (delta-M, NT correction and sphericity
correction).

In Section 5 we examine the accuracy of the 4=6 stream models by carrying out extensive
comparisons with 20 stream output from the LIDORT model. We look at a wavelength range of
299–335 nm covering that part of the UV spectrum wherein multiple scattering e;ects must be in-
cluded in the RT modeling. Ozone is the only absorber. We look at three atmospheric situations: a
reference clear sky atmosphere with scattering by molecules and background aerosol distributions;
the same atmosphere but containing a tropospheric cloud layer of variable optical thickness; and
thirdly, the reference atmosphere with one layer containing an optically thick scattering medium
such as desert dust. We consider also the dependence on surface albedo (assumed Lambertian). A
wide range of viewing geometries will be considered, appropriate to the nadir viewing conditions
encountered by the two GOME instruments, SCIAMACHY and OMI. Section 5.2 examines the
e8cacy of the NT single scatter correction, while Section 5.3 looks at the e;ect of the sphericity
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correction. The main conclusions from this study are summarized in Section 6, which also contains
a discussion on the consequences regarding performance and accuracy trade-o; in an operational
ozone pro)le retrieval context.

2. Discrete ordinate theory with analytic 4=6 stream solutions

We derive homogeneous and particular solutions for the general discrete-ordinate model, noting
especially the factor of 2 reduction that allows analytic solutions to be written down for the 4=6
stream cases. The equation of radiative transfer is solved for a vertically inhomogeneous atmo-
sphere by assuming a division into a number of optically uniform adjacent sub-layers. The RTE
is )rst solved for each of these layers, and this is followed by the application of boundary con-
ditions to match the radiation )eld at the layer interfaces. The atmosphere is illuminated by a
downward-directed parallel beam of sunlight entering at the top of the atmosphere. The di;use ra-
diation )eld (excluding the attenuated direct beam) is determined for the whole atmosphere. Since
we are dealing with the UV=visible part of the spectrum, thermal emission is not taken into account.
The e;ect of the sphericity of the atmosphere on the direct beam attenuation is accounted for using
the pseudo-spherical “average secant” approximation [11,15]. Polarization is not considered.

The input optical parameters for the complete problem are for each layer p, where p = 1; : : : ; P:
T	p = 	p − 	p−1, the layer optical thickness and the quantity 
∗

l;p ≡ !p
l;p, where !p is the single
scattering albedo (ratio of the total scattering and extinction coe8cients), and 
l;p are the phase
function Legendre expansion moments (indexed by l). We note that !p and 
l;p only enter the
discrete ordinate solution through the product 
∗

l;p. The optical depth for extinction 	 acts as the
vertical co-ordinate, with 	 = 	p at the bottom of layer p; 	 is zero at the top of the atmosphere.
These parameters are computed from:

T	p =
∑

&

T	s;p; & +
∑

�

T	a;p;�; (1)


∗
l;p =

1
T	p

∑
&

T	s;p; &
l;p;&: (2)

Here T	s;p; & is the contribution of scatterer & to the layer optical thickness for scattering, T	a;p;� is
the contribution of absorber � to the layer optical thickness for absorption, and T	p is the total layer
optical thickness for extinction. A realistic atmosphere contains air molecules and various kinds of
aerosols as the scattering agents. Each scatterer is further speci)ed by its phase function moments

l;p;& in (2).

We start with the equation of radiative transfer for layer p:

�
dI(	; �; �)

d	
= I(	; �; �) − Jp(	; �; �); (3)

Jp(	; �; �) =
!p

4�

∫ 1

−1
d�′
∫ 2�

0
d�′Pp(�; �; �′; �′)I(	; �′; �′)

+
!p

4�
Pp(�; �;−�0; �0)Fpe−�p	: (4)
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Here, I(	; �; �) is the di;use radiance (excluding the direct solar beam) in direction (�; �) and at
optical depth 	; � is the cosine of the polar angle, � the azimuthal angle. Pp(�; �; �′; �′) = Pp(�s)
is the phase function for scattering, which depends on scattering angle �s, with �s = cos �s. Primes
denote the direction of the outgoing beam. The source function Jp represents the sources of di;use
radiation, namely scattered di;use light and scattered light from the direct solar beam.

The solar beam enters the top of the atmosphere (TOA) in direction (−�0; �0), �0 =cos �0. For the
plane-parallel case Fp equals F0, the solar irradiance at TOA and �p = 1=�0. In the pseudo-spherical
treatment, Fp and �p are adjusted to account for the reduced path of the direct beam. In the average
secant approximation, their values are determined by the requirement that the exponential dependence
of the direct beam attenuation is exact at layer boundaries:

�p =
	̃p − 	̃p−1

T	p
; (5)

Fp = F0 exp(−	̃p + �p	p) (6)

with 	̃p the slant optical depth and 	p the vertical optical depth from TOA to the bottom of layer p.
The slant optical depth has to be calculated by ray-tracing for a refractive atmosphere, which should
be used for solar zenith angles larger than 85◦ [11]. In general we can write the slant optical depth as

	̃p =
p∑

q=1

spqT	q: (7)

This de)nition introduces the coe8cients spq which characterize the deviation from plane-parallel ge-
ometry. In the latter case, all these coe8cients are equal to 1=�0. Without refraction, straightforward
goniometry results in the so-called Chapman function [15]:

spq =

√
z2

q−1 − z2
p sin2�0 −

√
z2

q − z2
p sin2�0

zq−1 − zq
(8)

with zp the altitude of the bottom of layer p relative to the center of the Earth. More precise param-
eterizations of the direct beam attenuation have been considered in [11]. Note that 1=�p is merely a
parameter that describes the dependence of the attenuation on vertical optical depth; in general for
the pseudo-spherical treatment, it is not equal to the cosine of the solar zenith angle. Note also that
�0 is retained in the phase function in (3); this is strictly speaking only correct for an atmosphere
without refraction.

To solve (3), the radiance )eld is expanded in a Fourier cosine series in the azimuth angle, and
the phase function is expanded in a series of 2N ordinary Legendre polynomials Pl:

I(	; �; �) =
2N−1∑
m=0

Im(	; �)cos m(�0 − �); (9)

Pp(�s) =
2N−1∑
l=0


lPl(�s) with 
l;p =
2l + 1

2

∫ 1

−1
Pl(�s)Pp(�s) d�s: (10)
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Using the addition theorem for Legendre polynomials and performing the integration over the azimuth
angle, we get 2N decoupled equations for each successive Fourier component m = 0; : : : ; 2N − 1:

�
dIm

d	
= Im −

∫ 1

−1
Dm

p(�; �′)Im(	; �′) d�′ − Qm
p(�)Fpe−�p	; (11)

where

Dm
p(�; �′) =

1
2

2N−1∑
l=m

!p
l;pY m
l (�)Y m

l (�′) =
1
2

2N−1∑
l=m


∗
l;pY m

l (�)Y m
l (�′); (12)

Qm
p(�) =

1
2�

(2 − �m0)Dm
p(�;−�0): (13)

Y m
l are the normalized associated Legendre polynomials. In the interests of clarity, we omit the

Fourier superscripts m and the layer index p in the following, re-introducing these indices prior to
consideration of the boundary value problem.

In the N th-order discrete-ordinates approximation, the integral in (11) is approximated by a sum-
mation using Gauss–Legendre quadrature over the two half spaces separately. Each quadrature has N
points, with abscissae �i and weights ai for i = 1; : : : ; N in the positive half-space, and corresponding
values �−i = −�i and a−i = ai in the other half-space. De)ning M +

i = I+
i + I−i and M−

i = I+
i − I−i ,

with I±i = I(	;±�i), we can write from (11):

dM +
i

d	
= −

N∑
j=1

($ij − %ij)M−
j − 1

�i
(Q+

i − Q−
i )Fe−�	; (14)

dM−
i

d	
= −

N∑
j=1

($ij + %ij)M +
j − 1

�i
(Q+

i + Q−
i )Fe−�	; (15)

where Q±
i = Q(±�i). The two N × N matrices V and W are given by

$ij =
1
�i

(aiD+
ij − �ij); %ij =

1
�i

aiD−
ij ; (16)

with D±
ij = D(�i;±�j). A single equation for M−

i can be obtained from (14) and (15):

d2M−
i

d	2 =
N∑

j=1

&ijM−
j + diFe−�	; (17)

where

&ij =
N∑

k=1

($ik + %ik)($kj − %kj); (18)

di =
1
�i

�(Q+
i + Q−

i ) +
1
�i

N∑
j=1

($ij + %ij)(Q+
i − Q−

i ): (19)
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The general solution to (17) may be written:

M−
i = M̃

−
i + W−

i Fe−�	; (20)

with M̃
−
i the general solution to the homogeneous part of (17). The latter admits solutions of the

form M̃
−
i = Y−

i e−k	, and this leads to the eigenproblem:
N∑

j=1

&ijY−
j = *Y−

i ; (21)

where *=k2. Denote the N eigenvectors and eigenvalues of this system (21) as: {Y−
ij , *j}, j=1; : : : ; N .

Note that since &ij is a Hermitian matrix, all eigenvalues are real. In the general case, we solve the
system using a standard package such as module DGEEV from the LAPACK numerical suite [18].
However, analytical solutions can be found for the 4 and 6 stream cases N = 2 and 3, respectively
(see below). The eigenvector normalization may be chosen freely; for the 4 and 6 stream analytical
eigensolutions, we have set the diagonal elements of the eigenvector matrix to unity.

4 stream eigensolutions:

*1;2 = 1
2 (&11 + &22) ± 1

2

√
(&11 − &22)2 + 4&21&12; (22)

Y−
11 = 1; Y−

22 = 1; Y−
21 =

&21

*1 − &22
; Y−

12 =
&12

*2 − &11
: (23)

4 stream particular solutions:

W−
1 =

&12d2 + (�2 − &22)d1

+
; W−

2 =
&21d1 + (�2 − &11)d2

+
; (24)

+ = �4 − (&11 + &22)�2 + &11&22 − &12&21: (25)

6 stream eigensolutions:

0 = *3 − A*2 + B* + C;

(eigenvalues *j; j = 1; 2; 3 are real and positive roots of cubic equation)

A = Trace(�);

B = &11&22 + &11&33 + &22&33 − &23&32 − &13&31 − &12&21;

C = Det(�):

Y−
2j

Y−
1j

=
&13&21 − &23(&11 − *j)
&23&12 − &13(&22 − *j)

;
Y−

3j

Y−
1j

=
&12&31 − &32(&11 − *j)
&13&32 − &12(&33 − *j)

;

Y−
jj = 1 for j = 1; 2; 3: (Normalization)
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6 stream particular solutions:

W−
1 =

Det(M(1))
Det(M)

; W−
2 =

Det(M(2))
Det(M)

;

W−
3 =

−d1 − (&11 − �2)W−
1 − &12W−

2

&13
;

Mij = �2�ij − &ij;

{Mij}(k) = �jkdi + (1 − �jk)Mij (matrix M with column k replaced by vector d)

The inhomogeneous or particular part of the solution can be found by substitution of (20)
into (17):

�2W−
i =

N∑
j=1

&ijW−
j + di (26)

and solving for W−
i . For the general N -stream case, this linear system of order N can be solved by

standard numerical techniques. For the 4 and 6 stream cases (N = 2 and 3), analytical solutions are
written above.

Bringing the two parts together, the general solution to (17) is then:

M−
i =

N∑
j=1

{L̃
+
j Y−

ij e−kj	 + L̃
−
j Y−

ij e+kj	} + W−
i Fe−�	; (27)

where L̃
+
j and L̃

−
j are the 2N constants of integration, and kj = +

√
*j. From (14) we have for M +

i :

M +
i =

N∑
j=1

{L̃
+
j Y +

ij e−kj	 − L̃
−
j Y−

ij e+kj	} + W +
i Fe−�	 (28)

with:

Y +
ij =

1
kj

N∑
k=1

($ik − %ik)Y−
kj ; (29)

W +
i =

1
�

N∑
j=1

($ij − %ij)W−
j +

1
��i

(Q+
i − Q−

i ): (30)

Retention of the inhomogeneous terms in (17) shows clearly that the reduction in dimension applies
to the particular solution as well as to the homogeneous solutions. Returning to I+ and I− and
re-introducing the Fourier and layer indices, we can write down the solution for a Fourier component
of the radiance at the Gaussian polar angles for any optical depth in a speci)c layer p:

Im
p (	; �i) =

N∑
j=1

{L+
j;pX +

ij;pe−kj; p(	−	p−1) + L−
j;pX−

ij;pe−kj; p(	p−	)} + Zi;pFpe−�	; (31)
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∀i∈{±1; : : : ;±N}; L+
j;p and L−

j;p are integration constants. We have de)ned:

X +
ij;p = 1

2 (Y +
ij;p + Y−

ij;p); X +
−ij;p = 1

2 (Y +
ij;p − Y−

ij;p); (32)

X−
ij;p = X +

−ij;p; (33)

Zi;p = 1
2 (W +

i;p + W−
i;p); Z−i;p = 1

2 (W +
i;p − W−

i;p): (34)

Exponential arguments in (31) have been written as optical depth di;erences; this safeguards the
numerical stability of the solution [19,20].

The integration constants follow from a set of three boundary conditions. These are (1) radiance
values at the P − 1 layer interfaces are continuous at the Gaussian angles; (2) at the top of the
atmosphere the downwelling di;use radiance is zero; and (3) at the bottom of the atmosphere,
upwelling and downwelling radiances are linked by a suitable reLectance relation. These conditions
provide a total of 2N ×P linear equations to determine the integration constants. The layer interface
boundary conditions read:

N∑
j=1

{L+
j;p−1X

+
ij;p−12j;p−1 + L−

j;p−1X
−
ij;p−1 − L+

j;pX +
ij;p − L−

j;pX−
ij;p2j;p}

=(Zi;p − Zi;p−1)F0T̃ p; (35)

where i = −N; : : : ; N (i �= 0) and p = 2; : : : ; P. The following de)nitions have been used:

2j;p = e−kj; pT	p ; (36)

T̃ p = e−	̃p : (37)

The boundary condition at the top of the atmosphere reads:
N∑

j=1

{L+
j;1X

+
ij;1 + L−

j;1X
−
ij;12j;1} = −Zi;1F0; (38)

where i = −N; : : : ; 0. For the boundary condition at the bottom of the atmosphere (BOA) we limit
ourselves to the Lambertian condition, with albedo A. For m = 0, we have:

N∑
j=1

{L+
j;PX̂

+
ij;P2j;P + L−

j;PX̂
−
ij;P} = −Ẑ i;PF0T̃ P +

A
�

�0F0T̃ P; (39)

which holds ∀i∈{1; : : : ; N}. For m �= 0, (39) still applies, but now A = 0. We have introduced:

X̂
±
ij;P = X±

ij;P − 2A
−1∑

k=−N

ak�−kX±
kj;P; (40)

Ẑ i;P = Z±
i;P − 2A

−1∑
k=−N

ak�−kZk;P: (41)
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This linear system for L±
i;p is sparse, in the sense that the matrix only contains non-zero terms in a

band along the diagonal. The LIDORT code uses a special LU-decomposition routine from LAPACK
[18] that makes use of this sparseness and thereby saves considerably on the number of Loating
point operations. For the 4=6 stream cases this computation step is the only one where a standard
numerical package has to be used. Further discussion on these boundary conditions may be found in
[10], where in particular, the surface boundary condition has been generalized to cover a bidirectional
reLectance condition, and extended to include surface thermal emission. Although processing time
for the overall radiance and weighting function computation is dominated by this numerical step,
considerable savings are apparent with a small number of streams. Assuming Loating-point operations
in this step vary with N 2 for the radiance, the 4 stream algorithm is 25 times faster than a 20 stream
calculation.

The discrete-ordinate solution gives radiance at Gaussian angles and at every optical depth in the
atmosphere. However, the viewing direction does not usually coincide with one of the Gaussian
angles; in this case some kind of interpolation in polar angle is desired. This post processing step
can be done “smartly” by substituting the discrete ordinate solution at the Gaussian streams in the
multiple scatter integrals in the original RTE, and integrating the latter. This procedure is known as
source function integration [21,20]. The formal solution to (11) can be written:

Im(0; �) = Bm(�)e−	P=� +
1
�

P∑
p=1

∫ 	p−1

	p

J m(	′; �)e−	′=� d	′; (42)

where Bm(�) ≡ Im(	P; �) is the BOA upwelling radiance at the surface, J m is given by the last
two terms on the RHS of (11), and � is the cosine of the desired viewing angle. Replacing the
integration over polar angle by a quadrature sum and using the discrete ordinate solutions from (31),
we get:

Im(0; �) = Bm(�)TP(�) +
P∑

p=1

Tp−1(�)4m
p(�): (43)

Transmittance along direction � is simply Tp(�)=exp(−	p=�) and the layer integrated source terms
4m

p(�) consist of contributions 4m
p; (ms)(�) from multiple scattered light and terms 4m

p; (ss)(�) from
atmospheric single scattering. We have:

4m
p(�) = 4m

p; (ms)(�) + 4m
p; (ss)(�); (44)

where

4m
p; (ms)(�) =

N∑
j=1

{L+
j;pX +

j;p(�)E+
j;p(�) + L−

j;pX−
j;p(�)E−

j;p(�)} + Zp(�)F0E0
p(�); (45)

4m
p; (ss)(�) = Qp(�)F0E0

p(�) (46)

with the following set of de)nitions:

X±
j;p(�) =

1
2

N∑
i=−N†

aiDp(�; �i)X±
ij;p; (47)
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Zp(�) =
1
2

N∑
i=−N 1=2

aiDp(�; �i)Zi;p; (48)

E+
j;p(�) =

1 − tp(�)2j;p

1 + �kj;p
; (49)

E−
j;p(�) =

2j;p − tp(�)
1 − �kj;p

; (50)

E0
p(�) =

1
1 + ��p

(T̃ p−1 − T̃ ptp(�)); (51)

tp(�) = exp(−T	p=�): (52)

The symbol indicates exclusion of the i=0 term from the summation. For a plane-parallel atmosphere,
we use the appropriate particular solutions Zi;p in (48) and replace the average secant �p in (51)
with the value �−1

0 . Assuming a Lambertian surface with albedo A, the BOA upwelling radiance
Bm(�) in (43) may be written (for Fourier component m = 0):

Bm(�) =
A�0F0

�
T̃ P + 2A

−1∑
k=−N

ak�−k


 N∑

j=1

{L+
j;PX +

kj;P2j;P + L−
j;PX−

kj;P} + Zk;PF0T̃ P


 : (53)

For m �= 0; Bm(�) ≡ 0 in the Lambertian case.

3. Linearized discrete ordinates: analytic weighting functions

3.1. De>nitions and input optical parameter derivatives

In general, we de)ne the weighting function from TOA radiance as follows:

Kx =
@I(0; �)

@xp
; (54)

where xp is a parameter denoting some physical property in layer p. This parameter a;ects the
TOA radiance through the optical parameters in layer p that are input for the radiative transport
model: the product 
∗

l;p of the phase function moments and the single scattering albedo, and the
layer optical thickness T	p. For a given retrieval application, we need to know in detail how these
optical parameters depend on xp. Speci)cally, the derivatives

@T	p

@xp
and

@
∗
l;p

@xp
(55)

have to be identi)ed for all l = 0; : : : ; 2N − 1 (Note that l = 0 is included, since 
∗
0;p = !p by

de)nition). Before we determine the derivatives in (54) of the discrete ordinate solution outlined in
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the previous section, we must establish the optical parameter derivatives in (55). This is an important
)rst step in deriving weighting functions, and we illustrate this process for number of atmospheric
parameters.

3.1.1. Layer column density of gas absorber �
The parameter in this case is de)ned as

xp = TCp;�; (56)

where Cp;� is the column number density of gas � in layer p. The required partial derivatives are

@
∗
l;p

@xp
= − 
∗

l;p

T	p
:p;�; (57)

@T	p

@xp
= :p;�; (58)

where :p;� is the absorption cross section of gas �, and the layer index is retained since trace
gas cross sections may possess temperature and pressure dependence. Note that both derivatives are
linear in the cross sections, implying that the corresponding weighting functions are also linear in
the cross sections. Hence, once the column density weighting functions have been calculated for gas
�1, corresponding weighting functions for any other gas �2 may be found by scaling the original
results by the cross section ratio :p;�2=:p;�1 .

3.1.2. Temperature
The parameter in this case is temperature #p, which is assumed constant for the layer p. We take

the layer to be speci)ed by pressure levels (and not altitudes) at the upper and lower boundaries.
When the layer is in local hydrostatic equilibrium with the acceleration due to gravity G assumed
constant over the layer, then the column of air in the layer is simply equal to the pressure drop
divided by G, and is independent of temperature. In this case temperature dependence is only manifest
in the trace gas cross sections. For trace species � with cross section :p;�, we )nd:

@
∗
l;p

@xp
= − 
∗

l;p

T	p
TCp;�

@:p;�

@xp
; (59)

@T	p

@xp
= TCp;�

@:p;�

@xp
: (60)

For O3 absorption in the Huggins bands, the well-known Bass–Paur quadratic temperature parame-
terization [22] for the cross sections gives:

:p;�(#p) = &0(1 + #p&1 + #2
p&2); (61)

@:p;�(#p)
@xp

= &0(&1 + 2#p&2); (62)
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for #p in ◦C, and parameterization coe8cients & independent of atmospheric conditions. We remark
that the weighting functions are now linear in the derivatives of the cross sections. Thus, if we have
already calculated column density weighting functions for gas �, temperature weighting functions
may be obtained by simply scaling these results with the ratio (@:p;�=@#p)=:p;�.

3.1.3. Aerosol layer optical thickness
The parameter in this case is given by

xp ≡ T	s;p; & + T	a;p; & = !−1
p;&T	s;p; &; (63)

where index & labels a speci)c aerosol among the list of scatterers and absorbers. T	p;& is the optical
depth for extinction due to aerosol & for layer p, and !p;& and T	s;p; & are the single scattering albedo
of the aerosol (assumed constant) and the layer optical depth for scattering respectively. The relevant
partial derivatives are:

@
∗
l;p

@xp
=

1
T	p

(!−1
p;&
l;p;& − 
∗

l;p); (64)

@T	p

@xp
= 1: (65)

3.1.4. Aerosol layer single scattering albedo
For layer p, the parameter is now:

x ≡ !p;& =
T	s;p; &

T	a;p; & + T	s;p; &
: (66)

Taking the layer aerosol optical thickness constant, we have:

@
∗
l;p

@x
=

1
T	p

(T	a;p; & + T	s;p; &)
l;p;&; (67)

@T	p

@x
= 0: (68)

3.1.5. Aerosol asymmetry parameter
In this case parameter x is the layer asymmetry parameter gp;&, where & again labels a speci)c

aerosol. In this case we require the variation of the phase function moments 
l;p;& with respect to x.
In general, this would require an examination of the detailed microphysical scattering properties of
the given aerosol. However, for a Henyey–Greenstein phase function, this variation is straightforward.
Here, 
p;l; & = (2l + 1)gl

p;& for l = 0; : : : ; 2N − 1, and hence

@
∗
l;p

@x
=

1
T	p

T	s;p; &l(2l + 1)gl−1
p;& ; (69)

@T	p

@x
= 0: (70)
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The )rst four examples are limited to variations of the amount of molecular and=or particulate
constituents; in each case the angular distribution of the scattering is regarded as constant (the phase
function moments 
l;p;& have zero derivatives). The last example (asymmetry parameter) involved
derivatives of the phase function moments, and this would be important for the retrieval of aerosol
microphysical properties. In the present work, we are interested chieLy in layer column density
weighting functions for the trace gas ozone, as these are essential for any ozone pro)le retrieval
algorithm. However, additional weighting functions with respect to quantities such as aerosol optical
thickness are also useful in such an algorithm, as they can be used to assess process errors in the
ozone retrieval due to uncertainties in the assumed aerosol or temperature distributions [23].

Since TOA radiance is also a function of the surface albedo A, we can de)ne an albedo weight-
ing function KA = @I(0; �)=@A (in this work, we restrict ourselves to the Lambertian case; a more
general bidirectional treatment can be found in [10,11]). Albedo derivatives are included in the next
section.

3.2. Derivatives of the discrete ordinate solution with respect to xp

In this section we present a (somewhat lengthy) exposition of the analytical determination of
derivatives of the TOA-radiance with respect to layer parameters xp and also with respect to albedo A.
The procedure involves a term-by-term di;erentiation of the TOA radiance with repeated applications
of the chain-rule of di;erentiation. The chain-rule di;erentiation terminates when we encounter an
explicit dependency on one of the input parameters. At such a point we use the partial derivatives in
(55) to )nalize the procedure. The corresponding “end-point” equations are marked by a † symbol
in the exposition; we will refer to these equations in the discussion on numerical implementation
that follows. We start with di;erentiation of the Fourier sum (9):

@I(0; �; �)
@xp

=
2N−1∑
m=0

@Im(0; �)
@xp

cos m(�0 − �); (71)

@I(0; �; �)
@A

=
2N−1∑
m=0

@Im(0; �)
@A

cos m(�0 − �): (72)

The derivatives of the Fourier components can be obtained by di;erentiation of the post-processed
discrete ordinate solution (43). We )nd:

@I(0; �)
@xp

=
@Im(	P; �)

@xp
TP(�) + Im(	P; �)

@TP(�)
@xp

+
P∑

q=1

{
@Tq−1(�)

@xp
4q(�) + Tq−1(�)

@4q(�)
@xp

}
; (73)

@Im(0; �)
@A

=
@Im(	P; �)

@A
TP(�) +

P∑
q=1

Tq−1(�)
@4q(�)

@A
: (74)
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Note that layer source term 4q(�) for layer q will not only depend on optical parameters from
that layer, but also on optical parameters from layers p for p �= q. The transmittance in direction
� from TOA to the bottom of layer p depends only on the optical thickness of layers above and
including p:

@Tq(�)
@T	p

=

{
−Tq(�)=� for p6 q;

0 for p ¿ q:
(75)

Derivatives of the BOA upwelling radiance Bm(�) are determined from the surface boundary
condition. For a Lambertian surface, we have for Fourier component m=0 (the index m is assumed):

@B(�)
@xp

= 2A
−1∑

k=−N

ak�−k


 N∑

j=1

{
@L+

j;P

@xp
X +

kj;P2j;P + L+
j;P

@X +
kj;P

@xp
2j;P�pP + L+

j;PX +
kj;P

@2j;P

@xp
�pP

+
@L−

j;P

@xp
X−

kj;P + L−
j;P

@X−
kj;P

@xp
�pP

}
− @Zk;P

@xp
F0T̃ P − Zk;PF0

@T̃ P

@xp

]
+

A
�

�0F0
@T̃ P

@xp
; (76)

@B(�)
@A

=
B(�)

A
+ 2A

−1∑
k=−N

ak�−k


 N∑

j=1

{
@L+

j;P

@A
X +

kj;P2j;P +
@L−

j;P

@A
X−

kj;P

}
 : (77)

From the de)nition of the layer transmittance 2j;p in Eq. (36) we have:

@2j;p

@xp
= −

(
kj;p + T	p

@kj;p

@xp

)
2j;p

@T	p

@xp
: (78)

For all layers p ¿ q the derivative of the pseudo-spherical transmittance T̃ q is zero. For layers p6 q
this derivative can be found using results (7) and (37):

† @T̃ q

@xp
=

{−sqpT̃ q
@T	P
@xp

for p6 q;

0 for p ¿ q:
(79)

The derivatives of the layer source terms follow from the de)nition (44) and di;erentiation of
(45) and (46). In the following expressions, we have di;erentiated total layer source terms, but the
separation into multiple scatter and single scattering contributions is straightforward. We )nd:

@4m
q (�)

@xp
=

N∑
j=1

{
@L+

j;q

@xp
X +

j;q(�)E+
j;q(�) + L+

j;q

@X +
j;q(�)

@xq
�pqE+

j;q(�) + L+
j;qX

+
j;q(�)

@E+
j;q(�)

@xq
�pq

+
@L−

j;q

@xp
X−

j;q(�)E−
j;q(�) + L−

j;q

@X−
j;q(�)

@xq
�pqE−

j;q(�) + L−
j;qX

−
j;q(�)

@E−
j;q(�)

@xq
�pq

}

+
[

@Zq(�)
@xp

+
@Qq(	; �)

@xq
�pq

]
F0E0

q(�) + [Zq(�) + Qq(�)]F0
@E0

q(�)

@xp
; (80)
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@4m
q (�)

@A
=

N∑
j=1

{
@L+

j;q

@A
X +

j;q(�)E+
j;q(�) +

@L−
j;q

@A
X−

j;q(�)E−
j;q(�)

}
: (81)

Some layer quantities depend only on the optical parameters of the layer in which they are de)ned;
others have cross-layer derivatives. The eigenvalues, eigenvectors and the E±(�) terms in (49) and
(50) have vanishing cross-layer derivatives. Furthermore, the eigen-quantities have no dependence
on optical thickness. The E0(�) term in (51) de)ned for layer p depends on optical thicknesses
of layers above p. The dependence of the particular solution in layer q on optical thickness values
for layers p6 q is more subtle. This dependence is expressed through the average secant factor �q

appropriate to the pseudo-spherical treatment of the direct beam source. The integration constants
depend on all optical parameters in all layers because of the coupling implicit in the linear system
de)ned by the set of boundary conditions. These dependencies will be clari)ed below, when we
consider expressions for the various terms in (80) and (81).

Starting with Qp(�) from (13), we )nd:

@Qp(�)
@xp

=
1

2�
(2 − �m0)

@Dp(�;−�0)
@xp

: (82)

We have also the cross-layer derivatives:

@{E0
q(�)}

@xp
= − E0

q(�)

1 + ��q
�

@�q

@xp
+

1
1 + ��q

[
@T̃ q−1

@xp
− @T̃ q

@xp
tq(�) − T̃ q

@tq(�)
@xq

�pq

]
(83)

with

† @tp(�)
@xp

= −1
�

tp(�)
@T	P

@xp
: (84)

Using (5) and (7) we can write:

† @�q

@xp
=




sqp−sq−1; p

T	q

@T	P
@xp

for p ¡ q;
sqq−�q

T	q

@T	P
@xp

for p = q;

0 for p ¿ q:

(85)

For a plane-parallel medium, spq = �q = 1=�0 for all p; q = 1; : : : ; P, so that the cross-layer derivatives
in (85) vanish in this case. Derivatives of the other two exponential functions E±(�) follow from
straightforward di;erentiation using the de)nitions. We get:

@E+
j;p

@xp
= − 1

1 + �kj;p

{
tp(�)

@2j;p

@xp
+

@tp(�)
@xp

2j;p + E+
j;p�

@kj;p

@xp

}
; (86)

@E−
j;p

@xp
=

1
1 − �kj;p

{
@2j;p

@xp
− @tp(�)

@xp
+ E−

j;p�
@kj;p

@xp

}
: (87)
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Next we consider the derivatives of the eigenvectors, plus derivatives of the eigensolutions de)ned
for user angles in (80):

@X±
j;p(�)

@xp
=

1
2

∑
i=−N

{
ai

@Dp(�; �i)
@xp

X±
ij;p + aiDp(�; �i)

@X±
ij;p

@xp

}
; (88)

@X±
ij;p

@xp
=

1
2

(
@Y +

ij;p

@xp
± @Y−

ij;p

@xp

)
(89)

and from (29) we )nd:

@Y +
ij;p

@xp
=−Y +

ij;p
1

kj;p

@kj;p

@xp
+

1
kj;p

N∑
k=1

{(
@$ik;p

@xp
− @%ik;p

@xp

)
Y−

kj;p + ($ik;p − %ik;p)
@Y−

kj;p

@xp

}
: (90)

Using (16):

@$ij;p

@xp
=

ai

�i

@Dp(�i; �j)
@xp

; (91)

@%ij;p

@xp
=

ai

�i

@Dp(�i;−�j)
@xp

(92)

and from (12) we arrive at the following termination point:

† @Dp(�; ?)
@xp

=
1
2

2N−1∑
l=m

@
∗
l;p

@xp
Y m

l (�)Y m
l (?): (93)

Note that the derivative in (93) also applies to the derivatives @Dp(�; �i)=@xp as found in expressions
(82) and (88). We must now specify derivatives of the eigenvectors Y−

ij;p and eigenvalues *i;p for
layer p. We have:

@kj;p

@xp
=

1
2
√

*j;p

@*j;p

@xp
: (94)

For the general N -stream case derivatives @*j;p=@xp of the eigenvalues and @Yj; i;p=@xp for the eigen-
vectors are determined by explicit di;erentiation of the eigen-equation together with a constraint
provided by the eigenvector normalization. This results in a linear system which can be solved
numerically for the required derivatives. The procedure for the general case has been described in
[10,11]. The key to this step is to determine )rst the derivatives of the coe8cients of the eigenmatrix
�; these follow from the de)nition (18). We )nd:

@&ij;p

@
∗
l;p

=
N∑

k=1

{(
@$ik;p

@
∗
l;p

+
@%ik;p

@
∗
l;p

)
($kj;p − $kj;p) + ($ik;p + $ik;p)

(
@$kj;p

@
∗
l;p

− @%kj;p

@
∗
l;p

)}
: (95)
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We may use expressions (91)–(93) in the evaluation of the � derivative. For the 4 and 6 stream
cases the di;erentiation can be performed analytically (see below).

For the particular solutions, derivatives with respect to 
∗
l;p contain no cross-layer terms. We have:

@Zq(�)
@xp

=
1
2

N∑
i=−N

{
ai

@Dq(�; �i)
@xq

�pqZi;q + aiDq(�; �i)
@Zi;q

@xp

}
; (96)

@Zi;q

@xp
=

1
2

(
@W +

i; q

@xp
+

@W−
i; q

@xp

)
;

@Z−i; q

@xp
=

1
2

(
@W +

i; q

@xp
− @W−

i; q

@xp

)
: (97)

From the auxiliary equation (30) we get:

@W +
i; q

@xp
=−W +

i; q
1
�q

@�q

@xp
+

1
�q

N∑
j=1

{(
@$ij;q

@xq
− @%ij;q

@xq

)
�pqW−

j;q + ($ij;q − %ij;q)
@W−

j;q

@xp

}

+
1

�q�i

(
@Q+

i; q

@xq
− @Q−

i; q

@xq

)
�pq: (98)

The derivatives of Q±
i follow from (82); the � and � derivatives are already noted above in (91)

and (92).
The derivatives with respect to �q are already given in (85). The other derivatives follow from

di;erentiation of Eq. (19):

@di;q

@xp
=

1
�i

(Q+
i; q + Q−

i; q)�q
@�q

@xp
+

1
�i

�p

(
@Q+

i;p

@xp
+

@Q−
i;p

@xp

)

+
1
�i

N∑
j=1

{(
@$ij;p

@xp
+

@%ij;p

@xp

)
(Q+

i;p − Q−
i;p) + ($ij;p + %ij;p)

(
@Q+

i;p

@xp
− @Q−

i;p

@xp

)}
: (99)

Note that the dependency of �q on optical thicknesses is the reason for the existence of non-
vanishing cross-layer derivatives of the particular solution. Since �q is constant for a plane-parallel
medium, the particular solution cross-layer derivatives disappear. In the 4 and 6 stream cases we use
the analytic solutions to derive the particular solution derivatives in an explicit analytic form (see
below).
4 stream eigensolution derivatives:

@*i;p

@xp
=

1
2

@&11;p

@xp
+

1
2

@&22;p

@xp
± 1

@p

{
1
2

(&11;p − &22;p)
(

@&11;p

@xp
− @&22;p

@xp

)

+ &21;p
@&21;p

@xp
+ &12;p

@&21;p

@xp

}
; (100)
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@p =
√

(&11;p − &22;p)2 + 4&21;p&12;p: (101)

In (100) the plus sign holds for i = 1 and the minus sign for i = 2.

@Y−
11;p

@xp
=

@Y−
22;p

@xp
= 0; (102)

@Y−
21;p

@xp
=

1
*1;p − &22;p

@&21;p

@xp
− &21;p

(*1;p − &22;p)2

(
@*1;p

@xp
− @&22;p

@xp

)
; (103)

@Y−
12;p

@xp
=

1
*2;p − &11;p

@&12;p

@xp
− &12;p

(*2;p − &11;p)2

(
@*2;p

@xp
− @&11;p

@xp

)
: (104)

4 stream particular solution derivatives:

@W−
1; q

@xp
=

1
+q

{
&12; q

@d2; q

@xp
+

@&12; q

@xq
�pqd2; q +

(
2�q

@�q

@xp
− @&22; q

@xq
�pq

)
d1; q

}

+
1

+q

{
(�2

q − &22; q)
@d1; q

@xp
− W−

1; q
@+q

@xp

}
; (105)

@W−
2; q

@xp
=

1
+q

{
&21; q

@d1; q

@xp
+

@&21; q

@xq
�pqd1; q +

(
2�q

@�q

@xp
− @&11; q

@xq
�pq

)
d2; q

}

+
1

+q

{
(�2

q − &11; q)
@d2; q

@xp
− W−

2; q

+q

@+q

@xp

}
; (106)

@+q

@xp
=−

(
@&11;p

@xp
+

@&22;p

@xp

)
�2

p +
@&11;p

@xp
&22;p + &11;p

@&22;p

@xp

− @&12;p

@xp
&21;p − &12;p

@&21;p

@xp
+ [4�3

q − 2�q(&11 + &22)]
@�q

@xp
: (107)

6 stream eigensolution derivatives:

@*
@x

= −*2(@A=@x) + *(@B=@x) + (@C=@x)
3*2 + 2A* + B

;

1
Y−

1j

@Y−
2j

@x
− Y−

1j

Y−2
2j

@Y−
1j

@x
=

@
@x

{
&13&21 − &23(&11 − *j)
&23&12 − &13(&22 − *j)

}
;

1
Y−

1j

@Y−
3j

@x
− Y−

1j

Y−2
3j

@Y−
1j

@x
=

@
@x

{
&12&31 − &32(&11 − *j)
&13&32 − &12(&33 − *j)

}
;

@Y−
jj

@x
= 0 for j = 1; 2; 3:
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6 stream particular solution derivatives:
@W−

k;q

@xp
=

Det(Mpq
(k))

Det(M)
;

{Mij}pq
(k) = �jkepq

i + (1 − �jk)Mij for k = 1; 2; 3;

epq
i =

@di;q

@xp
−
(

2�q
@�q

@xp
− @&ij;q

@xq
�pq

)
W−

i; q:

Quantities di; Mij; A; B and C were de)ned and used earlier on pages 8 and 9.
The )nal task is the evaluation of derivatives of the integration constants L±

i; q in Eqs. (35) and
(38). The way to proceed here is to di;erentiate the boundary conditions with respect to these optical
parameters. Di;erentiating the layer interface boundary conditions gives:

N∑
j=1

{
@L+

j;q−1

@xp
X +

ij; q−12j;q−1 +
@L−

j;q−1

@xp
X−

ij; q−1 −
@L+

j;q

@xp
X +

ij; q −
@L−

j;q

@xp
X−

ij; q2j;q

}

= −
N∑

j=1

{
L+

j;q−1

@X +
ij; q−1

@xq−1
�p;q−12j;q−1 + L+

j;q−1X
+
ij; q−1

@2j;q−1

@xq−1
�p;q−1

+ L−
j;q−1

@X−
ij; q−1

@xq−1
�p;q−1 − L+

j;q

@X +
ij; q

@xq
�pq − L−

j;q

@X−
ij; q

@xq
�pq2j;q − L−

j;qX
−
ij; q

@2j;q

@xq
�pq

}

+
(

@Zi;q

@xp
− @Zi;q−1

@xp

)
F0T̃ q−1 + (Zi;q − Zi;q−1)F0

@T̃ q−1

@xp
(108)

with i = −N; : : : ; N (i �= 0) and q = 2; : : : ; P and p = 1; : : : ; P. For the boundary condition at TOA,
we )nd similarly that:

N∑
j=1

{
@L+

j;1

@xp
X +

ij;1 +
@L−

j;1

@xp
X−

ij;12j;1

}

= − @Zi;1

@x1
�1pF0 −

N∑
j=1

{
L+

j;1

@X +
ij;1

@x1
�1p + L−

j;1

@X−
ij;1

@x1
�1p2j;1 + L−

j;1X
−
ij;1

@2j;1

@x1
�1p

}
(109)

with i = −N; : : : ; 0 and p = 1; : : : ; P. Note that the RHS is zero for p �= 1. Finally, for the boundary
condition at the bottom of the atmosphere:

N∑
j=1

{
@L+

j;P

@xp
X̂

+
ij;P2j;P +

@L−
j;P

@xp
X̂

−
ij;P

}

= − @Ẑ i;P

@xp
F0T̃ P − Ẑ i;PF0

@T̃ P

@xp
+ A�0F0

@T̃ P

@xp

−
N∑

j=1

{
L+

j;P

@X̂
+
ij;P

@xP
�pP2j;P + L+

j;PX̂
+
ij;P

@2j;P

@xP
�pP + L−

j;P

@X̂
−
ij;P

@xP
�pP

}
(110)
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which is valid for i = 0; : : : ; N and p = 1; : : : ; P. In the last expression we have the auxiliary
de)nitions:

@X̂
±
ij;P

@xP
=

@X±
ij;P

@xP
− 2A

−1∑
k=−N

ak�−k
@X±

kj;P

@xP
; (111)

@Ẑ i;P

@xp
=

@Zi;P

@xp
− 2A

−1∑
k=−N

ak�−k
@Zk;P

@xp
: (112)

The derivatives of the integration constants with respect to the albedo A in (77) and (81) follow
from di;erentiation of the boundary conditions:

N∑
j=1

{
@L+

j;q−1

@A
X +

ij; q−12j;q−1 +
@L−

j;q−1

@A
X−

ij; q−1 −
@L+

j;q

@A
X +

ij; q −
@L−

j;q

@A
X−

ij; q2j;q

}
= 0; (113)

N∑
j=1

{
@L+

j;1

@A
X +

ij;1 +
@L−

j;1

@A
X−

ij;12j;1

}
= 0; (114)

N∑
j=1

{
@L+

j;P

@A
X̂

+
ij;P2j;P +

@L−
j;P

@A
X̂

−
ij;P

}

�0F0

�
T̃ P − @Ẑ i;P

@A
F0T̃ P −

N∑
j=1

{
L+

j;P

@X̂
+
ij;P

@A
�pP2j;P + L−

j;P

@X̂
−
ij;P

@A
�pP

}
(115)

with

@X̂
±
ij;P

@A
= −2

−1∑
k=−N

ak�−k X±
kj;P and

@Ẑ i;P

@A
= −2

−1∑
k=−N

ak�−kZk;P: (116)

3.3. Computational strategy

Di;erentiation of the boundary conditions produces a linear system for each xp and for albedo A,
from which the derivatives @L±

i; q=@xp and @L±
i; q=@A can be determined. These linear systems contain

the same (sparse) matrix that was used for the original boundary value calculation; only the source
terms di;er. The integration constant derivatives are then obtained by back-substitution using the
previously determined LU-decomposition of the sparse matrix.
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The computational strategy to compute simultaneously the radiance and the weighting functions
is the exact reversal of the derivation outlined above. First the optical input parameters and their
derivatives with respect to xp are computed for the speci)c retrieval application. The )rst step is
to evaluate quantities (and their derivatives) that depend explicitly on the input parameters—these
components can be found in equations marked with the † symbol, namely: the three types of trans-
mittances in Eqs. (75), (84) and (79) and the function DP(�; ?) in Eq. (93). For the pseudo-spherical
model the derivatives of the average secant factors �q in Eq. (85) are computed at this
stage.

The next step is to calculate eigenvalues, eigenvectors and the particular solution values and
their derivatives. Then the sparse matrix and the source terms for the integration constants plus
additional source terms for the linear systems that give integration constant derivatives are com-
puted. Back-substitution using the LU-decomposed sparse matrix then provides the constants and
their derivatives. Next, the post-processing step is executed by calculating integrated source term
components and their derivatives. This requires the eigenvectors and particular solutions plus asso-
ciated derivatives to be computed at user-de)ned (o;-quadrature) directions �. The last components
that need calculating are those that make up the BOA upwelling radiance and its derivative. Using
the layer-by-layer source term integration, we then derive Fourier components of the TOA radiance
and TOA radiance derivative for user-de)ned directions. The Fourier summations then complete the
calculations.

The important point to note here is that the LU-decomposition of the sparse boundary problem
matrix has to be performed just once for the complete calculation of radiances and weighting func-
tions; this represents an enormous saving in computational e;ort. Back-substitutions will be done
once for the radiance and once for each weighting function. For a multi-parameter retrieval algo-
rithm such as the ozone pro)le problem for GOME and GOME-2, the simultaneous calculation of
weighting functions using a linearized model gives a major advantage in terms of computing time.
Furthermore, the weighting functions have been derived analytically by explicit di;erentiation of the
RTE solution; there is no need for ad hoc )nite-di;erencing estimates. A full treatment of boundary
condition linearization and weighting function derivation for the general 2N -stream discrete ordinate
model can be found in [10] and [11].

4. Corrections to enhance accuracy

4.1. The delta-M scaling

The delta-M scaling transformation [12] replaces the original phase function by a delta-function
forward peak plus a smoother less anisotropic residual. Photons in the forward peak are treated as
unscattered; this results in a scaling (reduction) of the optical depth and other optical properties.
For single scattering albedo !q, optical thickness Bq and phase function moment coe8cients 
lq in
layer q, the delta-M scaling is

Y!q = !q
(1 − fq)
(1 − gq)

; YBq = Bq(1 − gq); Y
l;q =

l;q − (2l + 1)fq

1 − fq
; (117)
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where

gq ≡ !qfq and fq =

M;q

2M + 1
: (118)

Here, l = 0; : : : ; 2N − 1 and fq is the truncation factor in layer q, with M = 2N . All scaled phase
function moment coe8cients Y
l;q for l¿M are zero. In the pseudo-spherical model, scaling for the
slant path optical depth inputs 	̃p follows from the de)nition (7). In terms of the product 
∗

l;q which
governs the discrete ordinate equations, we have:

Y

∗
l;q = Y!q

Y
l;q =

∗

l;q − (2l + 1)gq

1 − gq
: (119)

For the weighting function di;erentiation with respect to variable xq in layer q, we also require
a scaling of the derivatives @Bq=@xq and @
∗

l;q=@xq of the optical input parameters. These may be
obtained by straightforward di;erentiation of the above de)nitions, and the results are:

@ YBq

@xq
=

@Bq

@xq
(1 − gq) − Bq

2M + 1

@
∗
M;q

@xq
; (120)

@ Y

∗
l;q

@xq
=

1
(1 − gq)2

{
(1 − gq)

@
∗
l;q

@xq
− (2l + 1) − 
∗

l;q

2M + 1

@
∗
M;q

@xq

}
: (121)

In the ozone pro)le application, we do not consider variations of the phase function moments, so
that derivatives in (121) are given by @
∗

l;q=@xq = 
l;q@!q=@xq. The delta-M scaling is not required
for a Rayleigh-only atmosphere, since for N ¿ 2 and M =2N , the Rayleigh phase function moments

(Ray)

M;q are identically zero.

4.2. Single scatter correction: the Nakajima–Tanaka procedure

The upwelling radiance at TOA calculated by our model may be written in terms of a contribution
Idms due to multiple scattering and to the attenuated direct reLection of the solar beam from the
surface, and a contribution Iss due to upward single scattering of the solar beam at points along the
line of sight. Surface-reLected light (apart from the direct beam) is regarded as multiply scattered; in
particular this includes photons scattered singly in downward directions before undergoing reLection
at the surface. The model computation of Iss is likely to be inaccurate with a low number of
streams, since a lot of phase function information is lost in the truncation (with or without the
delta-M scaling). A single scatter correction replaces Iss with an exact computation Issexact which
retains an accurate description of the phase function. Using de)nitions (43) for the TOA intensity
mth Fourier component and (44) for the single and multiple scatter layer source terms, we can then
perform the Fourier sum over cosine azimuth to get Idms and Iss for a given geometry (�; �):

Idms(0; �; �) =
MC∑
m=0


Bm(�)TP(�) +

P∑
p=1

Tp−1(�)4m
p; (ms)(�)


 cos m(�0 − �); (122)
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Iss(0; �; �) ≡
P∑

p=1

Tp−1(�)SMC
p (�; �) =

P∑
p=1

Tp−1(�)
MC∑
m=0

4m
p; (ss) cos m(�0 − �): (123)

In the last expression the Fourier-summed single scatter layer source term SMC
p (�; �) has been

de)ned. In calculating the total TOA radiance, it is normal practice to apply an accuracy convergence
criterion to the Fourier azimuth series for the total (multiple and single scatter) Fourier components.
Convergence testing dictates the number MC of terms included in the series; MC is not necessarily
equal to 2N−1 (the maximum allowed number of Fourier terms). However, a single scatter correction
means that we need only retain Idms(0; �; �) from our discrete ordinate model; we do not need
expression (123) since this will be replaced by an exact calculation. Thus our model needs to
examine convergence only for the multiple scatter radiance, for which the required number of Fourier
components may be di;erent from MC which applies to the total radiance. In situations where single
scattering tends to predominate (this is true for our application, especially for lower wavelengths in
the UV), the multiple scatter Fourier series will in general converge faster than that for the total
radiance. This represents a further saving of computer resources. Henceforth in this section, we
assume that only multiple scatter output (radiances and weighting functions) has been generated by
the discrete ordinate model.

We wish to replace the single scatter contribution SMC
p (�; �) with quantities Sexact

p (�; �) calculated
using a more precise form of the phase function. These corrected single scatter layer source terms
may be determined by straightforward integration of the radiative transfer equation in the absence of
multiple scatter sources. One can either use the Legendre phase function expansion developed for the
discrete ordinate model, taking a su8cient number of phase function moments to ensure an accurate
representation of the phase function, or employ an exact expression for the phase function if the
latter is available. When the delta-M scaling has been applied, we must implement the single scatter
correction using scaled optical thickness values, but without scaling the single scatter albedo and by
using an exact (unscaled) phase function. In this case a division by 1 − gp is necessary because of
the scaling on optical thickness (see Eq. (117) above), with gp = 
∗

2N;p=(2M + 1) from (118). This
calculation is the >rst-order NT correction procedure [13]. For the pseudo-spherical approximation in
a non-refracting atmosphere, the total corrected TOA single scatter radiance computed in this way is

Issexact(0; �; �) ≡
P∑

p=1

Tp−1(�)Sexact
p =

P∑
p=1

Tp−1(�)
F0E0

p(�)

4�(1 − gp)

MX∑
l=0


∗
l;pPl(cos �s); (124)

where multiplier E0
p(�) is de)ned in (51).

We have used expansions for the layer phase functions in terms of Legendre polynomials Pl(cos �s)
in the cosine of the scatter angle �s, and the number of moments MX is su8cient for an accurate
evaluation of the scattering in all layers. �s is constant for all layers in a non-refracting atmosphere,
and is given by the usual expression:

cos �s = −��0 +
√

(1 − �2)(1 − �2
0) cos (�0 − �): (125)

In an unscaled atmosphere, 
∗
2N;p and hence gp are zero in each layer, and unscaled optical depths

are used in the calculations of Tp−1(�) and E0
p(�). It is straightforward to write down the derivatives
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of (124):

@Issexact(0; �; �)
@xp

=
P∑

q=1

{
@Tq−1(�)

@xp
Sexact

q + Tq−1(�)
@Sexact

q

@xp

}
(126)

with:

@Sexact
q

@xp
=

F0�pqE0
q(�)

4�(1 − gq)2

{
(1 − gq)

MX∑
l=0

@
∗
l;q

@xq
Pl(cos �s) +

1
2M + 1

@
∗
2N;q

@xq

MX∑
l=0


∗
l;qPl(cos �s)

}

+
F0

4�(1 − gq)

@E0
q(�)

@xp

MX∑
l=0


∗
l;qPl(cos �s): (127)

The explicit dependence of (124) on the products 
∗
l;q allows for a straightforward di;erentiation

with respect to these quantities. However, caution should be exercised with the derivatives of the
NT-corrected term with respect to quantities such as the asymmetry parameter which impinge upon
the phase function moments; the corresponding weighting functions are sensitive to the additional
phase function moments which have been included in the exact single scatter calculation but which
are absent from the Idms computation. This problem does not arise for derivatives which only a;ect
only the single scattering albedos !q; this will be the case in our ozone pro)le retrieval application.
This completes the NT single scatter correction for radiances and weighting functions.

The NT correction has been incorporated in the DISORT code (Version 2.0), where it is auto-
matically applied as a post-processing correction to the radiance output. It has been reported [13,24]
that the correction is very e;ective for all situations away from scattering in the solar aureole re-
gion. For this case, Nakajima and Tanaka [13] developed a second-order correction which has also
been implemented in DISORT. However, the aureole scenario never pertains in the satellite viewing
context, so this re)nement will not be necessary in the present application. By way of validation,
Table 1 gives some comparisons with DISORT Version 2.0 output, for a 60-layer atmosphere with
Rayleigh and aerosol scattering and ozone as the trace gas absorber. Calculations were done at one
wavelength (335:4579 nm) for a solar zenith angle of 55◦, a relative azimuth of 0◦ and for a number
of line-of-sight viewing angles. The albedo was 0.3. In order to achieve consistency with DISORT,
our model was run in plane-parallel mode; all 2N − 1 Fourier terms were included in the results
(convergence criterion for the azimuth series was switched o;). We compare not only the original
uncorrected radiances, but also the single scatter computations Iss and Issexact.

4.3. Sphericity correction

The treatment in this section is an extension of that given in [11]. As noted in the Introduction,
we must consider sphericity e;ects when dealing with large o;-nadir viewing. Referring again to
Fig. 1(b), we consider the atmosphere to consist of a number of horizontally homogeneous layers,
and we desire the radiance at B. The line-of-sight is now treated in a curved atmosphere, so that the
actual solar and line-of-sight path directions will change from A to B. Thus for each layer n, we
must de)ne local viewing geometries Gn = {�n; �n; �n} for points Vn at the lower layer boundaries
(n = 1; : : : ; P, where P is the bottom layer of the atmosphere). Here, �n is the local line-of-sight
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Table 1
LIDORT=DISORT comparisons with Nakajima–Tanaka single scatter correction

View angle Stream DISORT LIDORT View angle Stream DISORT LIDORT
(degrees) number output output (degrees) number output output

Original radiance before correction I(original) Removed single scatter term I(ss)
0.0 6 7.83513E-02 7.835137E-02 0.0 6 2.34218E-02 2.342177E-02

10.0 6 7.64205E-02 7.642062E-02 10.0 6 2.12635E-02 2.126346E-02
20.0 6 7.66746E-02 7.667478E-02 20.0 6 2.05236E-02 2.052363E-02
30.0 6 2.12063E-02 2.120627E-02 30.0 6 7.92090E-02 7.920910E-02
40.0 6 8.41525E-02 8.415261E-02 40.0 6 2.33098E-02 2.330982E-02

Nakajima–Tanaka single scatter term I(ssexact) NT-corrected radiance I(corrected)
0.0 6 2.36675E-02 2.366747E-02 0.0 6 7.85970E-02 7.859707E-02

10.0 6 2.15248E-02 2.152485E-02 10.0 6 7.66818E-02 7.668200E-02
20.0 6 2.04918E-02 2.049182E-02 20.0 6 7.66428E-02 7.664297E-02
30.0 6 2.08425E-02 2.084254E-02 30.0 6 7.88453E-02 7.884536E-02
40.0 6 2.29805E-02 2.298054E-02 40.0 6 8.38232E-02 8.382333E-02

zenith angle, �n the local solar zenith angle (SZA), and �n the local value of the relative azimuth
between two planes containing these directions. The scenario is de)ned by TOA angles at B, in
other words by the geometry G0 which is the required input. Straightforward ray tracing in a curved
atmosphere (with or without refraction) may be used to determine all Gn given the input G0.

We can again use source-function integration techniques to derive the TOA radiance at B, but this
time noting the local dependence on geometry Gn, n = 1; : : : ; P. We write for the multiple scatter
and direct-beam radiance at B:

IB
dms(0; �B; �B) =

MC∑
m=0


Bm(�A)T sph

P (�p) +
P∑

p=1

T sph
p−1(�p)4(ms)

p;p (�p)


 cos m(�0 − �p): (128)

The BOA source terms Bm(�A) are evaluated for the geometry GP at A. The line-of-sight transmit-
tance attenuations T sph

p (�p) from points Vp to B must now be evaluated for a curved atmosphere.
Finally, the multiple scatter layer source terms 4(ms)

p;p (�p) for layer p must be computed using ge-
ometry Gp. In a similar vein, we have for the single scatter correction:

IB
ssexact(0; �B; �B) =

P∑
p=1

T sph
p−1(�p)S(exact)

p;p (�p; �p); (129)

where now the term S(exact)
p;p (�p; �p) for layer p must be evaluated with the appropriate geometry

Gp. The )nal result for radiance IB is obtained by adding the two contributions in (128) and (129);
the di;erence between IB and the regular pseudo-spherical result IC is the sphericity correction.

In particular, we note that solar beam attenuations to points along AB will di;er signi)cantly
from the attenuations computed for corresponding points along the path AC which is used for the
regular pseudo-spherical calculation. Thus it is not surprising that the sphericity correction tends to
be dominated by the di;erence in single scatter computations between paths AB and AC. Computing
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transmittances and attenuations for points along AB is straightforward in a curved atmosphere; path
distances may be evaluated using the Chapman function or by suitable application of Snell’s law in
a refractive atmosphere. In a non-refractive atmosphere, the scatter angle is a constant for all points
along AB. We now describe an interpolation procedure for speeding up the calculation of IB.

Strictly speaking, we require a series of P calls to the RT model, one for each geometry Gn,
n = 1; : : : ; P, in order to establish the right multiple scatter layer source terms. However we note
that geometries Gn are slowly varying from A to B; an example will illustrate this. We take a
non-refractive atmosphere of height 60 km and earth radius 6371 km and TOA input geometry
G0 = {65◦; 85◦; 0◦}. A simple calculation gives GP = {66:18◦; 83:82◦; 0◦}; the change in solar zenith
angle is only 1:18◦. We expect that the multiple scatter source terms also vary slowly and smoothly
with the change in geometry from A to B, and therefore an interpolation procedure using only a few

Fig. 2. Dependence of multiple scatter layer source terms with solar angle along line of sight inclined at 65
◦

to the nadir,
with corresponding TOA solar zenith angle 85

◦
. Wavelength as indicated, albedo 0.1, reference atmosphere.
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Table 2
Maximum interpolation errors (%) for estimating multiple scatter layer source terms

4 Stream 6 Stream 20 Stream

Linear 0.22410 0.23521 0.24039
Parabolic 2.1056E-03 2.8773E-03 3.3279E-03

RT model calls will be su8cient. For each geometry Gn, there is a complete set 4(ms)
n;p of multiple

scatter layer source terms, where p = 1; : : : ; P. We thus have a matrix of such results, and it is
the diagonal entries 4(ms)

n;n in this matrix that are required for the sphericity-corrected radiance IB.
Fig. 2 plots matrices 4(ms)

n;p computed in this manner for a 60-layer mixed Rayleigh=aerosol atmo-
sphere, a TOA geometry G0 = {65◦; 85◦; 0◦}, and with optical properties computed at wavelength
329:6 nm. 4 stream, 6 stream and 20 stream LIDORT output is presented. There are 60 lines in total
in each graph; the pth line represents source terms 4(ms)

n;p for layer p plotted against the geometries
Gn as represented by the solar zenith angle variation. Quantities for a given line have been normal-
ized to the values for geometry G1 ()rst layer). The dependence is clearly highly linear, suggesting
a linear or parabolic interpolation procedure. For the linear interpolation, we choose the end values
4(ms)

1;p and 4(ms)
P;p (P = 60), and for the parabolic case, we select an intermediate point 4(ms)

Q;p (Q = 20
was chosen). Table 2 shows the maximum interpolation errors obtained using these reference points
and interpolating against the solar zenith angle. Linear interpolation (which requires only 2 calls to
the RT model) gives errors no greater than 0:25%; the error is negligible for parabolic interpolation
(which requires 3 calls to the RT model). Thus the sphericity correction can be implemented satis-
factorily with just 1 or 2 additional calls to the RT model; there is no signi)cant loss of accuracy.
This is a very important performance consideration for the simulation of backscatter radiances and
weighting functions in a retrieval scenario with wide o;-nadir viewing geometry.

We note that since the sphericity correction for IB by necessity involves a complete recalculation
of the entire single scatter radiation )eld, it makes sense to use the NT correction right from the
outset whenever delta-M scaling has been applied to the discrete ordinate model. In the results that
follow, we will adopt this strategy. We use expressions (124) for the radiance and results (126) and
(127) for the weighting functions, remembering that di;erent sets of geometries must be used as we
sum layer contributions along the line of sight AB.

5. 4=6 stream accuracy: comparisons with 20 stream output

In this section we compare 4 and 6 stream model output with results from LIDORT using 20
streams. Since the low-stream models are intended for use in a fast ozone pro)le retrieval scheme for
a number of nadir viewing space instruments measuring in the UV=visible, we need to look at a wide
range of viewing geometries and atmospheric optical properties in the appropriate wavelength range in
order to characterize the forward model error. Following a summary description of the scenarios used
in this investigation in Section 5.1 below, we then look at the close-to-nadir comparisons without
the sphericity correction (Section 5.2), before moving on to the wide-angle viewing scenarios in
Section 5.3.
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5.1. Atmospheric setup and viewing scenarios

All calculations were performed on a 60-level grid from 0 to 60 km, with vertical resolution of
1 km throughout. Temperature, pressure and ozone volume mixing ratio pro)les for the Tropical
AFGL standard atmosphere were used [25]. Temperature-dependent cross sections for the ozone
Hartley and Huggins absorption bands were taken from a standard data set [22]. Rayleigh scattering
properties were determined using empirical formulae for the scattering coe8cient and depolariza-
tion ratio [26] taken from the data of Bates [27]. A background aerosol distribution was taken
from the MODTRAN database [28], with a maritime regime in the planetary boundary layer (vis-
ibility 25 km), and background loading and optical properties in the troposphere, stratosphere and
mesosphere. Aerosol phase functions were approximated by the Henyey–Greenstein form, with asym-
metry parameters also taken from the MODTRAN data set. The lower boundary of the atmosphere
was treated as a Lambertian surface; four albedo values were chosen in this study (0.05, 0.1, 0.3
and 0.7).

This constitutes our clear-sky reference atmosphere. For cloud scenarios, we took a cloud layer
of geometrical thickness 1:0 km between 3.0 and 4:0 km and varied the optical thickness (7 val-
ues of 	cloud were chosen; 0.25, 0.50, 1.0, 2.0, 5.0, 10.0 and 20.0). The cloud particulate (water
droplet) single scattering albedo was taken to be 0.999, with corresponding asymmetry parameter
0.85.

For the special cases involving optically thick particulate layers, we selected the following: (1)
a Saharan dust scenario, consisting of a layer of dust 1 km thick between 6 and 7 km, with opti-
cal thickness 1.0, single scattering albedo 0.83 and asymmetry parameter 0.79, the latter two val-
ues taken from the MODTRAN dust model; (2) a volcanic ash scenario, with a layer of ash at
16–17 km, with extinction and scattering coe8cients 0.05641 (km−1) and 0.4494 (km−1) respec-
tively, and asymmetry parameter 0.7897; and (3) a polluted planetary boundary layer scenario, with
a layer of particulates at 0–1 km with extinction coe8cient 2.9462 (km−1), scattering coe8cient
1.893 (km−1) and asymmetry parameter 0.7067. Optical properties for cases (2) and (3) were taken
from the LOWTRAN aerosol data base, namely a “fresh volcanic” aerosol loading for case (2) and
an “urban” planetary boundary layer aerosol with visibility 2 km for case (3). Optical properties
were taken be constant with wavelength (the values at 337:1 nm were used). All phase functions
were treated using the Henyey–Greenstein form.

Calculations were performed for a wavelength range of 299–335 nm. Below 300 nm, multiple
scattering e;ects are minor and the issue of RT model errors correspondingly less important ow-
ing to the strong ozone absorption and increasing predominance of the Rayleigh single scattering
contribution. [Single scatter computations are entirely su8cient for RT simulations below 295 nm.]
For the full-wavelength runs, a spectral resolution of ∼0:5 nm was adopted. For detailed studies,
we selected six wavelengths spread over the Hartley–Huggins bands, from 309.5 to 335:5 nm at
∼5:5 nm spacing. The range of solar zenith angles �0 used was 15–85◦. For the relative azimuth
angle �0 − � at TOA between the solar plane and the line-of-sight plane, we used the two values
0◦ (solar) and 180◦ (antisolar). For detailed studies using the close-to-nadir pseudo-spherical models
without the sphericity correction, we chose values of the line-of-sight zenith angle from 0◦ to 40◦.
For investigations with the sphericity correction, some 34 values of the line-of-sight zenith angles
were taken from −70◦ on the antisolar side to +70◦ on the solar side. This range is wide enough
to include the extreme OMI and GOME-2 swath positions.
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Fig. 3. Comparison of 4=6 stream and 20 stream TOA upwelling radiances for a reference atmosphere with background
aerosol loading; wavelength 329:002 nm, solar zenith angles as indicated.

5.2. Close-to-nadir viewing: the Nakajima–Tanaka correction

We )rst look at the e;ect of the NT single scatter correction at one wavelength (329:0015 nm).
Working with the clear sky reference atmosphere, we take an albedo of 0.1 and four solar zenith
angles (20◦, 50◦, 70◦ and 80◦), with a range of line-of-sight zenith angles from −40◦ on the antisolar
side to +40◦ on the solar side. Fig. 3 shows comparisons between 4 stream and 6 stream TOA
radiance output against 20 stream LIDORT results, with and without the NT correction. Wave
structures in the uncorrected output reLect preferential scattering which is not well accounted for by
the uncorrected RT model. For the 4 stream case, these structures are damped upon application of
the NT correction, and the overall error level is reduced by a factor of 2. However, there are still
situations for which the 4=20 radiance di;erence has increased even after the correction. The situation
is much improved with the 6 stream case; the wave structures have almost entirely disappeared and
the error has been reduced to a constant low value of around 0.2–0.25%. Thus it is clear that there
is a substantial improvement between 4 and 6 streams.

The situation for a sample of ozone volume mixing ratio weighting function pro)les is shown
in Fig. 4. The scenario is the same as that used for Fig. 3, except that we consider only one
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Fig. 4. Comparison of 4=6 stream and 20 stream TOA upwelling ozone volume mixing ratio weighting functions for a
reference atmosphere with background aerosol loading; wavelength 329:002 nm, solar zenith angles as indicated. Line of
sight angle 30

◦
on the solar side.

line-of-sight zenith angle (30◦ on the solar side). The )rst thing to notice is that the NT correction
has little e;ect on the weighting function accuracy; this should not surprise us, since the weighting
functions represent relative changes in the radiance with respect to changes in ozone distributions. A
factor of 3 improvement in the error is apparent with the 6 stream case over the 4 stream values; 6
stream weighting functions are nowhere more than 2% distant from their 20 stream equivalents. Peak
sensitivity for these weighting functions is around 25 km (this is a tropical atmosphere), and the
absolute values of these weighting functions below the tropopause (∼17:5 km) are small. Thus the
major uncertainty in the weighting function pro)le occurring in the troposphere should not concern
us unduly, as there is little information to be gained in the retrieval from this part of the atmosphere.

It is well known that Rayleigh scattering is dominant in this part of the UV, especially for shorter
wavelengths. We would therefore expect in general that the e;ects of aerosol scattering will be
small on the radiance di;erences, with the largest discrepancies occurring at higher wavelengths
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where aerosol scatter is more pronounced. Below 300 nm the magnitude of backscatter is controlled
almost entirely by Rayleigh single scattering, and there is little contribution from surface reLected
light and tropospheric scattered light because of strong ozone absorption in the Hartley bands (the
total ozone absorption optical depth at 290 nm is typically �12). For a Lambertian surface, the
reLected (unscattered) direct solar beam is increasingly important for higher surface albedos, and
we would expect 4=20 and 6=20 radiance di;erences to become smaller for high albedos.

We now consider more extensive comparisons for a wavelength range of 299–335 nm, and for
26 solar zenith angles from 15◦ to 85◦. Fig. 5 is a contour plot that shows both the 4 and 6 stream
comparisons with and without the NT correction, for the reference atmosphere with an albedo of
0.05 and a viewing zenith angle of 20◦ in the solar direction. The most prominent feature in the
uncorrected 4=20 comparison (upper panel) is the broad maximum centered around solar zenith
angle 35◦ and extending from 315 nm upwards. This is the preferential direction for combined
molecular and aerosol single scattering in the atmosphere. Wave structures are apparent in both
the uncorrected results, with the wave amplitude following the change in solar zenith angle. The
preferential maximum and the wave structures are greatly reduced in the corrected 4 stream results,
and almost totally absent for the 6 stream comparisons. We also observe that di;erences show
some variation with the di;erential structure of the Huggins bands ozone absorption, particularly
for high solar zenith angles. It is clear that di;erences are small for the shorter Rayleigh-dominated
wavelengths.

We present detailed contour plots for two more scenarios. Fig. 6 shows some 6 stream compar-
isons for an atmosphere with a cloud layer at 3–4 km, which has optical properties as noted above in
Section 5.1. The scenario is for an o;-nadir view of 20◦, an albedo of 0.1 and a relative azimuth of
0◦. Results for three cloud optical thickness values are shown. It is clear that once the optical depth
reaches a certain value, the albedo e;ect kicks in and the cloud behaves increasingly like a reLecting
surface—the 6 stream accuracy becomes greater the thicker the cloud (the same behavior was also
found in the corresponding 4 stream comparisons). The optical depth value giving the highest level
of error in this case is 2.0, with the maximum uncorrected error in excess of 2.0% for wavelengths
greater than 325 nm and for solar zenith angles in the range 15–30◦ (center left panel). The wave
structure is clear in the left-hand (uncorrected) panels. We note that for cloud layers closer to the
surface, the e;ect will increasingly resemble that produced by a highly reLecting surface, so we
would expect the 6=20 di;erences to be smaller in this case. By contrast, a particulate layer higher
in the troposphere would be expected to produce more signi)cant errors, and we observe this to be
the case in the next scenario (Saharan dust).

In the ozone pro)le algorithms developed so far for GOME, SCIAMACHY and GOME-2, clouds
have been treated in the independent pixel approximation, wherein the simulated TOA radiance for a
partially cloudy scene is taken to be a weighted mean of two radiances for clear-sky and cloud-)lled
scenarios:

Itotal = FcIcloud + (1 − Fc)Iclear : (130)

Fc is the fractional cloud cover. For GOME scenes, Fc has been retrieved either by using reLectivity
measurements in and around the O2 A band [29–31], or by means of a thresholding algorithm
based on GOMEs broad-band polarization measurement devices [31]. O2 A band reLectivities can
also yield information on cloud-top pressure values and cloud optical thickness, though it has not
yet proved possible to obtain consistently reliable estimates of the latter quantity. In the FRESCO
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Fig. 5. Comparison of 4=6 stream and 20 stream TOA upwelling radiances for a reference atmosphere with background
aerosol loading; wavelength range 299–335 nm, solar zenith range 15–85

◦
.
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Fig. 6. Di;erences (expressed as percentages) between 6 stream and 20 stream TOA upwelling radiances for a reference
atmosphere with cloud layer between 3–4 km with 3 cloud optical thickness values as indicated. Viewing zenith 20

◦
,

azimuth 0
◦
, albedo 0.1. Wavelength and solar zenith ranges as in Fig. 5.

algorithm [30], clouds are treated as Lambertian reLectors with albedo 80%, and least-squares )tting
of reLectivities in part of the O2 A band yields a simultaneous retrieval of cloud fraction Fc and
cloud-top pressure pc. With the large GOME footprint, Fc and pc must be regarded as eBective
values which in the context of ozone pro)le or column retrieval are used to correct for the trace
gas distribution in the lower part of the atmosphere. These results from FRESCO are used in the
Fast Delivery ozone processor at KNMI.

The previous example showed that the presence of an additional scatterer in one part of the
atmosphere can introduce larger di;erences between 4=6 stream and 20 stream radiances, particularly
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if the layer has a critical optical depth. If the scatterer is optically thin in the chosen layer, then
there will not be much di;erence from background results. On the other hand a really opaque
particulate layer will act as a reLecting boundary with high albedo, in which case the change from
4=6 to 20 streams will be reduced for reasons given above. For the three special cases described
in Section 5.1, we look at the same viewing conditions as in the cloud examples. In Fig. 7 (top
panels) results are shown for the Saharan dust layer scenario; the major positive error peak in the
uncorrected results around solar zenith angle 70◦ has increased to 2.2% by comparison with the
cloud case (the corresponding number for the 4 stream comparison was greater than 3.5%). By
contrast, the NT-corrected results (upper right) show little structure, with error levels below 0.5%.
(Contour levels are at intervals of 0.5% for the uncorrected results, and generally at 0.1% for the
NT-corrected comparisons). For the volcanic ash layer scenario, we would not expect 4=20 and 6=20
di;erences to be greatly in excess of those generated using the reference atmosphere. This remark
follows from the consideration of optical depth; although the extinction coe8cient for the volcanic
layer is two orders of magnitude above background levels, the layer is still optically thin compared
to the Saharan dust model. These remarks are borne out by the 6=20 stream comparisons in Fig. 7
(middle panels).

For the planetary boundary layer scenario with an optically thick aerosol layer near the surface,
we would expect this situation to resemble a reasonably highly reLecting surface. In Fig. 7 (lower
panels) the comparisons are done for 4 streams. The general error level is not greatly di;erent from
the clear sky case. The interesting thing to note here is that in contrast with the other two 6=20
stream comparisons in Fig. 7, the NT-corrected 4=20 stream results in the lower right panel are
actually worse than the uncorrected ones for sizeable ranges of wavelength and solar zenith angle.
Geometry-dependent structures are present in both the lower panels, though the preferred direction
has changed from uncorrected to NT-corrected. This example demonstrates clearly that 4 stream
models should be used with caution; it is safer and more accurate with 6 streams.

Although the dust scenario is admittedly an extreme situation, it does help to establish accuracy
limits for the low-stream models. This scenario has special signi)cance in the ozone pro)le retrieval
context. An algorithm to indicate the presence of absorbing aerosols in the lower atmosphere was
)rst developed for the total ozone monitoring spectrometer (TOMS) instrument in order to look at
anomalous ozone column results obtained in biomass burning (smoke aerosols) and dust-outbreak
scenarios [32–34]. The algorithm examines the radiances at two di;erent wavelengths and computes
the spectral residue upon subtraction of the Rayleigh contribution to the backscatter. It turns out
that this residue (the aerosol absorbing index) is a clear indicator for the presence of absorbing
aerosols. The algorithm has now been applied to GOME measurements [35], and will also be used
operationally for GOME-2 and SCIAMACHY. The point here is that if there is a clear indication of
the presence of an absorbing aerosol layer in a given GOME or GOME-2 footprint, then we can use
this information to switch from a 4 stream model to a 6 stream calculation of backscatter radiances
and weighting functions required for an ozone (pro)le or column) retrieval.

Results for the reference and cloud-layer scenarios are summed up in Table 3, along with the
above-mentioned three special cases. The table gives an overview of the maximum and minimum
di;erences to the 20 stream output, both for uncorrected and NT-corrected TOA radiance values. The
)rst four reference scenarios (Ref 1 to Ref 4) are intended to examine the albedo dependence; as
noted above the errors increase with decreasing albedo. The Ref 2 and Ref 5–7 scenarios together
give an indication of the o;-nadir viewing angle dependence; for the uncorrected results, both 4
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Fig. 7. Comparison of TOA upwelling radiances for three special cases: (top panels) 6=20 di;erences with layer of desert
dust at 6–7 km; (center panels) 6=20 di;erences with volcanic ash layer at 24 km; (lower panels) 4=20 di;erences with
polluted boundary layer. Viewing zenith 20

◦
, azimuth 0

◦
, albedo 0.1. Wavelength and solar zenith ranges as in Fig. 5.

stream and 6 stream errors increase as the viewing angle moves away from the nadir, but this
dependence is absent for the NT-corrected equivalents. Cloud-layer scenarios show the cloud optical
thickness dependence; all results show a clear peak in the maximum error values for optical thickness
	cloud=2:0. Finally, we note that the Saharan dust scenario has the largest 6 stream error. In summary,



214 R.F. van Oss, R.J.D. Spurr / Journal of Quantitative Spectroscopy & Radiative Transfer 75 (2002) 177–220

Table 3
Maximum and minimum % errors for uncorrected and NT-corrected TOA radiance output

Scen Alb. View Azm Uncorrected NT-corrected
	cloud

4 Stream 6 Stream 4 Stream 6 Stream

Max Min Max Min Max Min Max Min

Ref 1 0.05 20.0 0.0 1.721 −0.757 0.720 −0.362 1.139 −0.612 0.248 −0.217
Ref 2 0.10 20.0 0.0 1.596 −0.763 0.684 −0.337 1.069 −0.619 0.241 −0.216
Ref 3 0.30 20.0 0.0 1.208 −0.794 0.608 −0.303 0.834 −0.651 0.220 −0.214
Ref 4 0.70 20.0 0.0 0.732 −0.900 0.481 −0.287 0.565 −0.726 0.217 −0.207
Ref 5 0.10 2.0 0.0 1.416 −1.030 0.610 −0.224 0.860 −0.661 0.249 −0.234
Ref 6 0.10 10.0 0.0 1.504 −1.041 0.656 −0.267 0.891 −0.656 0.253 −0.230
Ref 7 0.10 30.0 0.0 1.622 −0.420 0.791 −0.735 1.300 −0.555 0.231 −0.200
Cld 1 00.25 20.0 0.0 2.120 −0.949 1.174 −0.867 1.074 −0.625 0.225 −0.212
Cld 2 00.50 20.0 0.0 2.554 −1.288 1.561 −1.226 1.050 −0.630 0.274 −0.208
Cld 3 01.00 20.0 0.0 3.077 −1.685 2.055 −1.564 1.010 −0.641 0.393 −0.203
Cld 4 02.00 20.0 0.0 3.415 −1.961 2.407 −1.659 1.041 −0.741 0.556 −0.196
Cld 5 05.00 20.0 0.0 3.054 −2.112 2.246 −1.404 1.176 −0.928 0.630 −0.189
Cld 6 10.00 20.0 0.0 2.476 −1.954 1.867 −1.151 1.011 −0.989 0.576 −0.189
Cld 7 20.00 20.0 0.0 2.051 −1.779 1.572 −0.986 0.757 −1.012 0.493 −0.190
Sahar 0.10 20.0 0.0 2.675 −4.172 2.439 −1.895 0.406 −1.778 0.452 −0.164
Volcn 0.10 20.0 0.0 2.049 −1.366 1.283 −0.641 1.721 −0.550 0.557 −0.086
Polld 0.10 20.0 0.0 2.025 −0.738 1.023 −0.476 1.091 −0.593 0.294 −0.216

we note that in all cases, the NT-corrected 6 stream results are within 0.65% of their 20 stream
equivalents, and that in clear sky circumstances, these errors are mainly at the 0.25% level or
below. For the corrected 4 stream results, the reference clear sky errors are in the 1.0–1.3% range
and cloud-layer errors are roughly the same; however two of the special cases are still showing
absolute errors at the 1.75% level.

5.3. Wide-angle viewing: the sphericity correction

We wish to compare sphericity-corrected output for the path AB with regular pseudo-spherical
RT calculations for a scattering path AC based on the geometry at point A. We will be comparing
two sets of NT-corrected data in order to isolate the sphericity e;ect. This time we take line-of-sight
viewing angles from −70◦ in the antisolar direction to +70◦ in the solar direction. Fig. 8 shows
results for the TOA radiance for the reference atmosphere with albedo 0.1, for a selection of 6 wave-
lengths and 4 solar zenith angles. Three separate RT model runs were done for the multiple scatter
terms along AB, with parabolic interpolation used to determine intermediate values as described in
Section 4.3. Note that the correction has the same sign for lower values of the solar zenith angle,
but reverses for high solar zenith angles. This is a function of the sun’s position in front or behind
the line of sight. The correction is also much larger for high solar zenith angles, where attenuation
along the direct solar beam is critical.

The magnitude of the sphericity correction is very much the same for 4, 6 and 20 stream calcula-
tions. This should not surprise us, since as already noted, its magnitude is strongly dependent on the
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Fig. 8. Sphericity correction 6 stream TOA upwelling radiances for a reference atmosphere with albedo 0.1. Viewing
zenith angle range −20

◦
to +40

◦
. Wavelength and solar zenith ranges as indicated.

single scatter calculations to point along the path AB. It is immediately obvious that this correction
is important for the wide angle view. Indeed for a solar zenith angle of 85◦, the line-of-sight zenith
angles are restricted to the range [±15:9◦] at 319:4 nm if the sphericity correction is to be ignored at
the 1% level. Even for a solar zenith angle of 50◦, viewing paths outside the range [+62:7◦;−55:7◦]
will be outside the 1% threshold for the sphericity correction. Another way of looking at these results
is to plot thresholds for the absolute sphericity correction. In Fig. 9, this is done for thresholds
from 0.5% to 8.0% (contours as marked) and for a wide wavelength range. The GOME (∼34:6◦)
and GOME-2 (∼55:7◦) swath limits are marked; the OMI swath limit is at ∼67:4◦. Clearly the
sphericity e;ect for GOME can be ignored to the 1% level for solar zenith angles up to 75◦, but
it becomes signi)cant at the 2% level at sun angle 85◦. For GOME-2, the sphericity correction is
needed to the 2% level at SZA 75◦, and at the 5% level at 85◦. The situation with OMI is even
more serious. Notice also the asymmetry between solar and antisolar directions, and at SZA 75◦ the
change in sign of the correction for wavelengths near 300 nm. The increasingly high ozone absorp-
tion in this part of the UV can have a critical e;ect on the attenuation along both the solar beam



216 R.F. van Oss, R.J.D. Spurr / Journal of Quantitative Spectroscopy & Radiative Transfer 75 (2002) 177–220

Fig. 9. Sphericity correction thresholds for 6 stream TOA upwelling radiances for a reference atmosphere with albedo 0.1,
and for 2 solar zenith angles. Wavelength against line-of-sight viewing angle.

and the line-of-sight path. Given this sort of variability, it is not an easy matter to decide when to
implement the sphericity correction, and this will have consequences for the retrieval algorithm.

A similar picture pertains for the weighting functions. Since the sphericity e;ect is much the same
no matter what the scattering accuracy, we focus on 6 stream output only, looking at weighting
function pro)les with respect to ozone volume mixing ratio in our reference atmosphere, again
assuming an albedo of 0.1. Fig. 10 shows results for 4 solar zenith angles at a wavelength of
329:5 nm, and for line-of-sight viewing angles corresponding to the GOME, GOME-2 and OMI
swath limits. From the graphs, we see that for solar zenith angles up to 75◦, the sphericity correction
can be ignored for GOME at the 1% level, and for GOME-2 at the 2% level. At SZA 85◦, weighting
function errors due to the neglect of the sphericity correction are up to 2% for GOME and as high
as 5% for GOME-2. The situation for OMI is more serious, with signi)cant errors at all solar zenith
angles, ranging from a +5% maximum at SZA 20◦, to −12% at SZA 85◦. In common with the
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Fig. 10. Sphericity correction for 6 stream TOA upwelling ozone volume mixing ratio weighting functions, for a reference
atmosphere with albedo 0.1, for wavelength 324:57 nm. Solar zenith angles as in Fig. 8.

results in Fig. 8, the sphericity correction has the same sign for lower SZA values, but has the
opposite sign for all o;-nadir angles at SZA 85◦.

6. Discussion: relevance to ozone pro%le retrieval

In this paper, we have determined analytic 4 and 6 stream solutions for radiances and weighting
functions using a linearized discrete ordinate model. In order to determine the model’s suitability
for use in a fast and accurate ozone pro)le retrieval algorithm using UV backscatter measurements
from nadir viewing instruments such as GOME, GOME-2, SCIAMACHY and OMI, we have carried
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out a detailed investigation of the model accuracy for a range of atmospheric scenarios appropriate
to this retrieval application. Comparisons for radiance and a limited number of weighting functions
were carried out against the general model LIDORT operating in the 20 stream discrete ordinate
approximation. We have shown that signi)cant improvments to the accuracy can be gained by using
a post-processing correction for the single scatter contribution to the upwelling radiance. Further, it
was shown that a sphericity correction is an essential requirement for wide-angle o;-nadir viewing,
particularly for high solar zenith angles.

We show that with a few exceptions, the NT-corrected 4 stream model is accurate to 1.25% for the
vast majority of clear sky scenarios likely to be encountered in the retrieval of ozone pro)les from
backscatter UV spectrometers in space. The major exceptions occur in the presence of additional
moderately thick particulate layers at high levels in the troposphere. The template for this is the
Saharan dust model. It is noted that this situation can be Lagged in an operational environment
provided that the presence of such a layer can be established by means of a suitable absorbing
aerosol indexing algorithm. The single scatter corrected 6 stream model is shown to reproduce 20
stream radiance values ¿ 0:65% for all scenarios considered, with corresponding weighting function
accuracy to ±2% levels.

It is clear that the single scatter correction should be applied for all situations in order to achieve
acceptable levels of accuracy. However the sphericity correction is only really needed for wide an-
gle views and in general for high solar zenith angles. However, determining the range of viewing
geometries for which this correction is required is not a straightforward matter, and further inves-
tigation is needed to establish limits of applicability which are consistent with the overall level of
accuracy chosen for an operational ozone pro)le retrieval algorithm with global reach.

By allowing for an acceptable loss of accuracy, a large gain in speed may be obtained using
4=6 stream models. This has great consequence for the performance of operational near-real-time
retrievals of ozone pro)les, particularly for a high data-rate instrument such as OMI. The choice of
an accuracy criterion for the RT model depends on the strategy adopted for the retrieval algorithm,
and most importantly on the instrument measurement uncertainty. The aim is to achieve an accuracy
level that is better than (or at least equal to) that of the measurements. A measurement accuracy of
about 1.5% is in theory obtainable from the GOME, SCIAMACHY and GOME-2 instruments, the
main limiting factor being the accuracy of the pre-launch radiometric calculation. Taking this number
as a yardstick, the 4 stream model presented here can be expected to simulate radiances to about
the same level of accuracy, with the 6 stream model providing a factor of three improvement on the
overall accuracy of both radiances and weighting functions. It should be noted that the radiometric
calibration error for GOME is actually much greater than 1:5%; additional sources of measurement
error for GOME include the instrument degradation now apparent 7 years after launch, and the
uncertainty inherent in the polarization correction (up to 10%). In the latter respect, GOME-2 is
much better served than GOME; the latter has only 3 polarization measurement devices (PMDs),
whereas GOME-2 has some 15 PMDs measuring in two directions of polarization.

We have attempted to quantify only the forward model error likely to be encountered in the
ozone pro)le retrieval context; we have not considered other sources of error in the optical properties
assumed in the calculation (for example uncertainties in the trace gas cross sections). The 4 and
6 stream models have been installed in an prototype operational algorithm at KNMI designed to
retrieve ozone pro)le information from nadir UV=VIS backscatter measurements from the GOME
and GOME-2 instruments. In the follow-up paper to the present work, we carry out a feasibility
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study for the operational ozone pro)le retrieval for the GOME-2 instrument, based on the 4=6
stream models described in the present work. This study will examine the e;ect of all error sources
(including those from the forward model) on the accuracy of the ozone pro)le retrieval.
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